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Time series analysis represents a set of methods that enable the explo-
ration, understanding, and prediction of sequential data.

The exploratory data analysis includes checking if there are some pat-
terns in the data, such as having trends, seasonality, irregular fluctu-
ations and if the series is stationary or not. Understanding the char-
acteristics of the time series is crucial for selecting appropriate analyt-
ical approaches. The essential steps in the time series analysis are the
data processing techniques which transform the data in a way that al-
lows modelling algorithms to train better models and converge faster.
In the paper some basic analytical models such as autocorrelation and
decomposition are used. We also give an overview of popular forecast-
ing techniques such as ARIMA models, seasonal decomposition models
or exponential smoothing models. These methods capture the under-
lying patterns and relationships within the data, allowing for reliable
forecasting and anomaly detection.

The broader applications of time series analysis across diverse fields, in-
cluding finance, economics, weather forecasting, energy demand predic-
tion, and healthcare are considered also. The ability to uncover temporal
patterns and predict future trends empowers decision-makers, risk man-
agement, and operational planning.


